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The Basic Idea

The primary goal of a physicist is to collect observations
about the world around us and understand those
observations by finding a mathematical representation of
the data. That is, to find a function that describes the
data and allows the results of future experiments to be
predicted. Occasionally the mathematical form of this
function is simple (e.g. Coulomb’s Law, Hooke’s Law) but
more often it is complicated and difficult or impossible to
know a priori. Although recognizing the pattern in a set of
data might be next to impossible for a human, a
computer is ideally suited for this task, and the question
arises:

Can a computer be taught to find the mathematical
expression that describes a set of data?

Universal Function

A function is nothing more than an ordered set of
fundamental operations that map some inputs to an
output. Suppose the ability to take inputs, apply some
fundamental operations, and produce and output were
encapsulated in a node.

Then, any analytical function can be formed by a
network of these nodes connected in the right way.

Network Functions
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Training the Network

To represent a particular function, the network must learn what
operations to perform in which order. This can be accomplished
through training the network. For a set of inputs, x, and known
outputs, y, the network can be trained as follows:

Run Network

Calculate error

Calculate gradient of 
error with respect to 

each parameter

Update parameters 
to improve output

Initial guess
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Future Work

In the worst case, the network can form standard basis functions so it 
is a universal approximator.
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Network Functions vs. Neural Networks

Proof of Principles—Real Physics

Neural Network

• Fixed form

• Seeks to approximate  a function

Network Function

• Form is learned from data

• Seeks to become the function

Planck’s Radiation Law:
The intensity of light of wavelength ν emitted from a blackbody
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Coulomb’s Law:
Interaction energy of two identical point charges

ν

Lennard-Jones Potential:
Interaction energy of 2 van der Waals spheres
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Finish Algorithms

• Solve multi-valued log 
problem

• Better starting guesses

• Faster training

• Test with noisy data

Use the Networks

• Find density kinetic energy 
functional

• Find exchange-correlation 
functional

• Other interesting uses


